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EXECUTIVE SUMMARY

A. BACKGROUND

Unified Life Cycle Engineering (ULCE) is an Air Force Project Forecast II R&D

Initiative whose goal is development of:

A design engineering environment in which computer-aided design technology
is used to continually assess and improve the quality of a product during the
active design phases as well as throughout its entire life cycle by integrating and
optimizing design attributes for produc'bility and supportability with design
attributes for performance, cost, and schedule. [Ref. 1]

In 1986, IDA was requested to analyze the requirements for decision support to
support an ULCE design process. The results of that analysis indicated that planning and
management of the design process (meta-design) are key factors in successfully
implementing ULCE. This report contains the results of a follow-on effort to IDA's initial
work on architecture and integration requirements for ULCE in which we address the
problem of uncertainty in product development--how to quantify it, manage it, and make
good design decisions in its presence.

B. UNCERTAINTY AND RISK IN PRODUCT DEVELOPMENT

Uncertainties come in various forms in product development. The design team
faces both upstream and downstream uncertainties. Upstream uncertainties include, for
example, uncertainty in the specification of design requirements. This uncertainty rel ates to
the possibility of modification of the original specification that they are designing to. Such
changes occur frequently in weapon systems procurements and can cause havoc in the
design process. Downstream uncertainties may reflect a lack of knowledge as to the
environment in which the product will be used or uncertainties in future availability of spare
parts. Uncertainties in manufacturing processes, such as process variability, are also
examples of downstream uncertainties from a design standpoint.
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Another class of uncertainties pertains to processes in which there are parallel

efforts being conducted that must come together at some point to develop the total product.|

One example of this is when both a design and an R&D activity are being pursued in

parallel, with the design team assuming that the R&D activity will be able to develop a new

technology needed by the designers at a certain time. The designers should consider that

the actual time of availability of the new technology is uncertain, and should structure their

activities accordingly. Entire design approaches have been scrapped after much work

because a critical technology did not materialize when it was needed and the designers had

not taken the uncertainty of the technology's availability into account.

Clearly, if we are to consider uncertainties in the product development process, we

need a structured approach in which to do this. In this report, one such approach for

management of uncertainty is presented. This approach is based on the paradigm of a loss
function that is similar to that of Taguchi's parameter optimization methodology. [Ref. 4]

C. APPROACH TO HANDLING UNCERTAINTIES

The Taguchi method of parameter design is a method for determining a set of

design parameters that make the resulting design robust in the sense that its expected

deviation (in the face of internal and external noise) from a set of target specifications, as

measured by a loss function, is minimized. The Taguchi method is thus a design

methodology structured toward handling of downstream uncertainties. In this paper we

propose an approach that allows the product development team to address not only

downstream but also upstream uncertainties and to balance the reduction of both types of

uncertainty against the achievement of a low product life cycle cost.

This is accomplished through the development of a generalized loss function that

incorporates not only variability but also life cycle cost. Once such a generalized loss

function has been computed, it can be used to evaluate alternative design concepts from the

standpoint of their robustness to deviations in requirements (i.e., upstream uncertainty).

An approach, based on trading off expected loss versus risk of loss (variability of loss

based on the upstream uncertainty distribution) has been developed, which allows

evaluation of alternative design concepts and also provides guidance for altering the

requirements in cases where such alterations may greatly reduce expected loss.

A design concept that is robust with respect to the design requirements is called a

flexible design concept. Within such a concept, we can vary individual details in such a
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way as to satisfy a variety of requirements. Without such flexibility, a change in
requirements may necessitate going to a completely new design concept, with subsequent
loss of a great deal of engineering manhours that have been expended on the old concept.
Flexible design concepts thus offer lower risk in terms of increased robustness to changes
in requirements. However, such a flexible concept may achieve a lower level of
performance than more restrictive concepts. Thus a trade-off must be made based on one's
relative preference for high performance versus low risk.

D. MANAGEMENT ISSUES

While uncertainties should be considered to some extent in all product development
processes, processes in which there is a considerable degree of overlap in different phases,

such as the concurrent design or simultaneous engineering approaches, require special
attention by management to control of uncertainty and risk. This increased demand for
management control arises from the greater uncertainties faced by members within each
phase--the members have to deal with a large degree of ambiguity in their problem solving

activities at the beginning. However, as time progresses, the ambiguity starts to decrease.
When much ambiguity exists, the team members need to factor flexibility concepts into
their activities, such as investigating alternative paths and building in buffers to allow for
change. When the ambiguity has been reduced to some threshold level, the problem

solving activities can then focus on considerations of optimization.

Such a problem solving process is analogous to the funnel process [Ref. 2], except
in this case, we are dealing with the development of a specific product, rather than the
selection of new ideas or innovations to be further developed and marketed. In the case of

a design project, the degree of flexibility to be introduced in the beginning of the funnel
process is directly proportional to the level of ambiguity the team members have to face in
the beginning of the phase and inversely proportional to the cost of introducing such
flexibility. A major management issue arises in controlling the shape of the funnel--the

dynamic reduction in ambiguity over time.

E. CONCLUSIONS AND RECOMMENDATIONS

It should be empha" -eA that the research reported here is focused at providing a
foundation that allows -, address ULCE properly from a risk perspective. Given

competitive pressures, lktang, how to develop products using the most recent technology
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in a timely manner to meet user needs, while keeping life cycle cost low is becoming

increasingly important. This demands far more control in risk management throughout the

process. Unfortunately, this issue has been rarely addressed in the vast array of research

activities focused on product design and manufacturing.

Our contribution is a broad treatment of such issues and development of a

foundation for further research activities. However, this report only provides a solution

method at a conceptual level. To further develop the method into a practical tool, we must

describe how to develop the response model, the model for the downstream uncertainties,

and the optimization methods which will be required. In practice, the construction of such

models is the major difficulty. In many cases, analytical form for such models may not be

obtainable, which prohibits straightforward application of standard optimization methods.

Another difficulty lies in the assessment of uncertainties in deriving the loss

function. Such assessment may be done by extracting experts' opinions in common

situations or via a Monte Carlo simulation method. Different types of difficulties are

associated with these two approaches--the first approach requires facing the issue of

converting expert knowledge into an appropriate distribution; the second problem requires

facing the issue of choosing the right level of model aggregation with an appropriate model

error representation.

Recommuendations for specific research areas that need attention are described in the

following paragraphs.

1. Evaluation of the Generalized Loss Function

In this research, we have developed the concept of the generalized loss function,

which balances life cycle cost with quality lost due to deviation from target values

(variability). Such a function would play a major role in the whole risk management

process. Thus the success or failure of implementing the method discussed in this paper

hinges on being able to derive or approximate this function. This computation involves

solving two optimization problems, as outlined in Chapter IV. Research on a methodology

to solve these optimization problems, which in many situations cannot be represented in

analytical form, is needed.
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2. Assessment of Requirements Ambiguity Based on Perceived Need

The next critical function that is-needed to perform risk management is

quantification of requirements ambiguity. This function is assessed in the beginning of the

design process based on some unclear notions of how the product should be used. Note

that this is not a statistical uncertainty but rather a reflection of the limits of our knowledge
of how achieving certain requirements will meet the user's needs.

3. Design Concept Evaluation--Integrating Requirements Ambiguity and
the Generalized Loss Function

While integrating requirements ambiguity and the generalized loss function is,

conceptually, rather straightforward (as described in Chapter IV), practical implementation

is difficult. Note that the integration hinges on generating the requirements uncertainty

distribution as well as the generalized loss function. When the input requirements space is
a continuous parameter set, the generation of these two functions for all parameters will be

totally impractical. We need a methodology to allow us to approximately evaluate design
concepts without requiring us to evaluate requirements uncertainty and the loss function

over such a continuous parameter set.

4. Managing the Dynamic Reduction of Upstream Ambiguity

One cycle of the downstream and upstream integration will result in either a

reduction of requirements ambiguity or identification of a potential conflict situation. The

management issues are how to further reduce the requirements ambiguity in the first

situation and how to resolve conflict when the second situation arises. The solution for

both management issues hinges on exploring the effective use of resources to carry out

certain activities that will modify or refine the assessments of requirements uncertainty and

the generalized loss function.

The manager must choose from a host of options to continue the reduction of

requirements uncertainties in some optimum manner or try to resolve potential conflicts.

Each of these activities requires resources of dollars, man-hours, and time. Thus the

problem is one of resource allocation so that

' The project can be finished "on time,"

' The development cost is within budget, and

The available resources are optimally used.
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This resource allocation problem is non-standard since all possible options are not specified

a priori. Rather, the generation of new options may result from an assessment of the

solution of an old resource allocation problem and exploring how combinations of certain

activities will influence the requirements uncertainty and loss function.

5. Demonstration of Applicability of the Methodology to Specific Classes

of Problems via Real Cases

Since the development process and the method proposed in this paper are different

from conventional practice, before one can develop some of the heuristics discussed in this

paper, one needs to accumulate working experiences by applying the methodology to

specific classes of product development problems. Another objective of such application is

to demonstrate the usefulness of the methodology. We propose that real application cases,

which by themselves are topics of significant importance, be considered for evaluation of

this methodology.

Some of these potential application areas include managing the contracting process,

product identification and development, concurrent engineering in high technology product

development, and planning of a Science and Technology (S&T) Program in conjunction

with advanced weapon system development.

6. ULCE Decision Support Environment

To support the ULCE implementation process, we need to develop an ULCE

environment that can support the manager in controlling dynamic reduction in requirements

ambiguity and the functional groups in integrating the downstream and upstream analysis

process when a specific ambiguity level is provided by the manager. Individual decision

support systems are currently being developed for supporting certain specific functional

group activities [e.g., computer-aided design (CAD)/computer-aided manufacturing

(CAM)]. It is impractical to ignore all the existing systems and redevelop a new ULCE

environment from scratch. Therefore, research on how to integrate and evolve the current

systems to the target ULCE environment is the major challenge. We believe that this

requires, first, a thorough understanding of the workings of the overlapping process as

well as how the management issues arising from such processes can be addressed and

solved effectively before the proper ULCE decision support environment can be designed.
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I. INTRODUCTION

A. BACKGROUND

Unified Life Cycle Engineering (ULCE) is an Air Force Project Forecast II R&D

Initiative whose goal is development of

A design engineering environment in which computer-aided design technology
is used to continually assess and improve the quality of a product during the
active design phases as well as throughout its entire life cycle by integrating and
optimizing design attributes for producibility and supportability with design
attributes for performance, cost, and schedule. [Ref. 1]

In view of the recognition that design decisionmaking is a key element of any

successful approach to ULCE, the Air Force in 1986 requested that the Institute for
Defense Analyses (IDA) identify requirements and issues related to design decision support

that should be addressed by the Air Force through additional research and development

activities. In response, IDA formed a working group of individuals from industry,

academia, and government to address this question. This working group recommended,

among other things, that applications of systems engineering techniques and tools be
considered in the structuring of ULCE itself. The design and development process is itself

a system whose inputs are perceived user needs and whose output is a weapon system

designed to meet those needs. As a follow-on to this recommendation, the Air Force
requested that IDA conduct a study of systems engineering methodologies, identifying

various ways that such methodologies could be applied to ULCE development. This report

constitutes a portion of IDA's response to this request.

B. APPROACHES TO UNIFIED LIFE CYCLE ENGINEERING

The primary focus of the ULCE program has been on applications of computer-
aided design (CAD) technology to improve the way weapons are designed. In particular,
the Air Force RAMCAD (reliability, availability, and maintainability through computer-

aided design) development program, which is one of the ULCE core programs, seeks to
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integrate reliability, maintainability, and supportability (RM&S) analysis tools with a CAD
system to facilitate rapid analysis and turnaround in evaluation of designs from an R,M&S

viewpoint. Such capabilities will allow designs to be influenced from an R,M&S

standpoint during the active design phase, when there is still enough flexibility to allow for

changes. This is a simple example of how designs can be improved by making information

about the effect of the designer's decisions on some downstream characteristic available to

the designer during design creation.

The logical extension of the RAMCAD approach leads to development of intelligent

CAD systems linked to knowledge-based systems with the ability to reason through the
implications of each design decision with regard to all downstream factors such as

manufacturability, cost, safety, reliability, and maintainability and to return advice and
information to the designer on not only the implications of his decision but also alternative

courses of action that might be considered. This approach appears to be feasible as long as
we are working in an area where the number of alternative decisions and possible

implications of such decisions are small enough to make development of a rule base

feasible.

As we move to higher levels of complexity in a modem weapon system, however,

detailed tracking of all the possible implications of each decision throughout the hierarchy

and through all of the downstream processes quickly becomes very difficult. It is at this

point that we must begin to take a systems view of the design process and recognize that

decisions must be made without complete information on all of their implications. 4
Moreover, the inputs upon which decisions are made are also subject to change as we

proceed through the design process. Thus if we are to develop an ULCE system that

handles the total design process for a complex weapon system, we must address issues of

management of the design process in the face of uncertainties of various sorts.

C. MANAGEMENT OF RISK AND UNCERTAINTY

Risk and uncertainty enter the development process from a variety of sources. At
the beginning of the process, a set of requirements and specifications for the product to be

developed must be supplied to the design team. During the course of the design effort,

changes in these specifications are often necessary. Such changes can result in redesign
efforts, the cost of which increases exponentially as they are undertaken later and later in

the development process.
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In the case of modern weapon systems, in which state-of-the-art performance is
required, we. also have significant technological risks to contend with. To meet the

performance requirements, a new technology may be required. There will be uncertainty

about whether such technology is possible, and, if possible, when it will be available.

Delays in availability of particular technologies may lead to schedule slippage and cost

overruns when alternative design concepts must be adopted in the absence of the required

technology.

Risks and uncertainties also arise from downstream considerations. There may be

considerable uncertainty regarding the ability of available manufacturing processes to

produce the design within acceptable tolerances. There may also be uncertainties regarding

the usage environment for the weapon system once it is deployed. Other uncertainties

include such things as parts availability and the availability of sufficiently skilled personnel

to operate and maintain the system when it is finally deployed.

Management and structuring of the development process in such a way as to

properly cope with these risks and uncertainties is a key issue for ULCE. In this report,

we examine some of the management problems inherent in various approaches to product

development and offer an overall structure for attacking these problems. It is our view that

the presence of uncertainties and risk must be openly acknowledged and explicitly dealt

with in structuring and managing the product development process. Many current practices

in design, for example, ignore the presence of uncertainties from both upstream and

0 downstream sources. Such a practice contributes significantly to failure to meet schedule

constraints and increased development costs.

D. ORGANIZATION OF THE REPORT

This report contains a conceptual approach to management of risk and uncertainties

in product development and illustrates this approach in various sample application

examples.

In Chapter II, we examine alternative ways product development processes can be

structured. In particular we contrast the serial approach with an overlapping approach,

which is becoming popular with the adoption of concurrent design processes. We also

identify issues related to the management of these processes.
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In Chapter III, we consider a simple paradigm for managing uncertainties in a

situation with two phases of a development. This case is simplified to allow the reader to

grasp the essentials of our approach without being overwhelmed by excessive detail.

In Chapter IV, we consider the more complicated case of management of

uncertainty from multiple sources. In particular, we consider the management, from a

design standpoint, of both downstream uncertainties and upstream uncertainties. We have

developed an approach that allows for designs to be optimized for not only minimal

expected loss due to internal and external noises (as in the Taguchi approach [Ref. 4]), but

also acceptable life cycle cost. We conclude this chapter with several example formulations

of the approach for specific problems.

In Chapter V, we address the issue of decision support requirements for

management of uncertainty and risk in product development. An architecture is presented

for a hierarchically linked set of workstations for both management of the process and

design and other technically oriented work by the development team members.

Finally, in Chapter VI, we summarize the results of this report and present

conclusions and recommendations for future research.
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II. PRODUCT DEVELOPMENT PROCESSES

A. INTRODUCTION

Product development is a risky proposition. In the beginning, the process is

triggered by user needs and requirements, some of which may be rather vaguely stated. To
see whether such needs can be fulfilled, we must have some expectation of what is

technically feasible--what the realm of possibility is. The process of combining these needs

and possibilities will result in a more concrete specification of functional requirements for
the product. The design process is a problem solving process in which creativity and

knowledge are applied to the construction of a physical object that satisfies such a
functional requirements specification. Product development does not begin with design but

actually starts with determination of needs and the development of functional specifications
that we expect to be achievable with available technology. The total process, beginning
with user needs and specification of functional requirements and through actual delivery of

the first unit of the product to the customer, is referred to as the product development

process.

The product development process is anything but deterministic. However, the

conventional approach to product development takes little account of the uncertainties
inherent in the problem. Determination of functional requirements, design, and

manufacturing are treated as three disjointed subprocesses with output of one process

serving as a deterministic input to the next process. Within each subprocess, stochastic
variations, which are statistical in nature, are considered by methods such as statistical

process control. The management of uncertainties between subprocesses is not well

addressed. The focus of design and manufacturing is to develop a product meeting a set of
functional requirements, which are themselves determined so as to achieve the needs of the

product's user.
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However, success in a product development process is not determined merely by

meeting functional (i.e., performance) requirements but also by these additional attributes,

both of which we desire to minimize:

* Product Development Lead Time: The total elapsed time for the completion of
the product development process. This attribute measures how fast we can
progress from user needs to the reality of satisfying those needs. In
commercial and military environments, this is an important attribute that
measures one's competitive advantage.

* Product Life Cycle Cost: The total cost incurred in design, manufacture,
operation, and support of a product over its lifetime. While part of this cost is
controlled directly in the product development process (design and
manufacturing cost), the remainder (operations and support cost) is indirectly
influenced by this process.

In spite of the importance of these attributes, they are not explicitly dealt with in

many current product development activities. As a consequence, the current design process

does little to control the proliferation of uncertainties that result in unanticipated increases in

lead time and high life cycle costs. While statistically there may be favorable performance

in some instances, more often performance in one or both of these measures is exceedingly

unsatisfactory.

To have better control of these two attributes, they must be addressed on an equal

footing with performance attributes. This is the primary motivation for the research

reported here. We argue that to address the three issues (lead time, life cycle cost, and

satisfaction of needs), we must develop a new process for product development and solve

the associated management problems inherent in this new process.

B. CHARACTERIZATION OF PRODUCT DEVELOPMENT PROCESSES

In light of the preceding discussions, it is useful to characterize alternative product

development processes by assigning a three-tuple of attributes to each process. This will

result in each process p being assigned a point ap = (LT, LCC, NC), where

LT = Product Development Lead Time

LCC = Product Life Cycle Cost

NC = A measure of failure in satisfying functional requirements.
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Clearly, these three attributes are, in some sense, in conflict with each other. For

example, lowering NC might necessitate a higher development cost and thus tend to

increase our measure in the second dimension.

One might attempt to incorporate these three measures into a scalar index that

represents the absolute measure of success. However, this is impractical, if not

impossible, since these attributes relate to different desires of the user. The first reflects the

desire to incorporate the most recent technological advancements into the product; the
second attribute reflects the total cost of ownership of the product; while the third reflects

the desire to buy the product for a specific need. Thus retaining the measure of success as

a point in three dimensional space is best.

For a particular initial set of user needs, the set of all product development

processes {p} = P, which result in a product satisfying these needs may be characterized

by a subset of three-dimensional space:

A={ap,pE P}

We say that process p2 is dominated by p, if ap[ ap2, i.e., each component of

is less than or equal to the corresponding component of ap2. In this case, process Pi is said

to be uniformly better than process P2. If, however, there are i and j such that
(i) 0() bu . < 2

then it is not clear which process is to be preferred.

Suppose we have a set of processes {PI, P2, ..., Pn} which can be applied to
develop a product satisfying the same requirements. If api, i=l,...n, can be computed,

then we can define a frontier curve in the attribute space A, denoted by F, such that

(1) For all a e A, there exists an f e F such that f 5 a.

(2) If f e F and there exists an a e A such that a 5 f, then a = f.

In a two-dimensional space, such a frontier curve is illustrated in Figure 1-1.

Clearly, the best development process must have its attributes located on the frontier

curve. More than one process may achieve this. The final selection from among the
various bests is based on trade-offs among the attributes.
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Figure I1-1. Frontier Curve

In exploring alternate product development processes, the computation of the

attribute measures associated with these processes may not be very accurate. However,
considering these attributes up front will serve to bring out the major issues to be

considered in choosing product development alternatives. Also, the notion of a frontier line

guides us in making decisions within the development process in trading off one attribute

with another when conflict exists.

C. ALTERNATIVE PRODUCT DEVELOPMENT PROCESSES

This section describes two fundamentally different classes of product development

processes--serial approaches and overlapping (or concurrent) approaches. The issues of

risk and uncertainty must be treated differently in each approach.
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1. Serial Approach

This approach is practiced by many current product development projects, and has
been essentially standard practice in the United States until recently. As such, it is also
referred to as the conventional approach [Ref. 2]. In this approach, the development
project is divided into phases, as illustrated in Figure H-2.

Phase 1

/ Phase 2

complete information transmission
from earlier phase to its consecutive ... 4 Phase 3
phase

Figure 11-2. Serial Approach

The characteristics of this approach are that

* A later phase is not begun until its preceding phase is complete.

* When a phase is concluded, a complete package of information is released to
the next phase, which assumes this information as given (a fixed set of input
data).

If, however, conditions imposed by previous phases lead to difficulties in a
later phase, the previous phases will be iterated until the difficulties are
removed.

Potential difficulties that might be encountered using this approach include failure to meet
functional requirements, violation of manufacturing constraints, or unacceptable production

or support costs.

While the iterative process usually addresses the attainment of functional

requirements directly, other attributes such as life cycle cost and development lead time are

often left to chance. By the time problems are recognized in these areas, iteration to fix
them is often too expensive or time consuming. Life cycle cost problems often do not

surface until the development process is complete.
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One way to reduce lead time attribute (and indirectly reduce life cycle cost) is to

focus on reducing or eliminating iterative loops. To do this, in the earlier phases team

members must be alerted when they are about to make a decision that will trigger an

iterative loop in a later phase. This requires that the members participating in the early

phase have full knowledge of how the downstream phases would be performed based on

their decisions. A technological approach often advocated for providing this knowledge is

development of a knowledge-based system that captures all of the problem solving
knowledge in each phase. Thus when a member in an upstream phase is exploring an

alternative, the knowledge-based system can be invoked to examine whether such an

alternative will lead to downstream conditions that trigger an iterative loop.

An example of such a system would be a computerized model of the capabilities of

the factory, which is made available in the design phase. With such a model, the designer

could evaluate how the design drives production requirements and identify design features

that adversely affect production costs. Another example is the generation of a knowledge

base through processing of field failure data to provide the designer with the capability to

flag design features that lead to higher support costs in the field.

While this technological approach sounds plausible, there are several drawbacks to

such an approach. If the knowledge base does not contain enough information, many

subtle situations will exist that cannot be handled. With the current state of technology, it is
not clear whether an adequate knowledge-based system can be developed. Even if a

sufficiently complete knowledge base could be built at reasonable cost (a highly

questionable assumption), the static nature of such a knowledge base will limit its

applicability in the modern environment where changes occur rapidly. To be useful, new
insights must be captured fast enough for the knowledge-based system to b- of help in

problem solving. Maintaining such a knowledge base in a fast-paced, highly competitive

development environment could be a very difficult and costly task.

2. Overlapping Approach

The overlapping approach is practiced by some of the more successful

manufacturers. Studies on the characteristics and nature of such a problem solving

approach have been conducted by researchers like Hayes, Wheelwright and Clark [Ref. 2].
The following paragraphs describe the characteristics of such an approach and discuss the

management problems associated with such an approach.
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In this approach, we allow the different phases to be overlapped as illustrated in
Figure 1-3. A distinguishing feature of such an approach is that when a downstream phase

is carrying out a function in parallel with the upstream phase, information transmissioa is
mostly one way (up to down) in the beginning, but then when the downstream phase picks
up momentum, two-way communication will be established among the two phases'
members.

Phase 1

rut Phase 2

~UUUUUPhase 3
- one-way information transmission

- two-way information transmission

Figure 11-3. Overlapping Approach

While the problem of the iterative loops between phases that occurs with the serial

approach is resolved readily using the overlapping approach, a new set of problems are
introduced. In the serial approach, a phase begins when the prior phase is completed;
however, in the overlapping approach, the time when a phase can be started is su %
management control. Note that each phase begins while the prior phase has not yet been

completed, and thus each phase has to allow for contingencies due to uncertain inputs from
the earli.-r phases. Similarly, earlier phases must be willing to release current solution
proposals to later phases to see whether conflicts may arise. If conflicts arise, the members
within the teams must resolve them in a cooperative manner. Thus, it is imperative that all

team members in different phases know the overall objective or goal of the development
project--what the product requirements and the relative trade-offs among the three attributes

are.
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Moreover, the ending of each phase is not well defined, but because of the

overlapping nature, the official ending of each phase is not at all crucial. As long as

conflicts can be resolved when they arise, one can assume that all phases end at the same

time. For each phase, the activity intensity level might have a profile such as is given in

Figure 11-4. The coordination of the activity profile in each phase is a major management

issue.

Activity
Level

Start-Up
of Phase End of Phase

Figure 11-4. Activity Profile Within a Phase Duration

The overlapping approach will greatly reduce iterative loops, but each individual

phase may take a longer period of time to complete. The overlapping nature of the process

and the reduction of iterative loops will, in general, lead to a shorter total development lead

time, and the reduction of iterative loops will also result in a lower development cost.
Bringing in downstream knowledge (e.g., manufacturability) will also improve the chances

of reducing overall product life cycle cost. Therefore, to meet the same performance

criterion, the overlapping approach should offer the opportunity to both reduce LT and
reduce LCC. Thus all else being equal, we argue that a serial development process will be

dominated by a well-managed overlapping development process--we emphasize well-
managed because the overlapping process leads to a greater demand for management

control.
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D. MANAGEMENT ISSUES

The increased demand for management control arises from the greater uncertainties

faced by members within each phase--the members have to deal with a large degree of

ambiguity in their problem solving activities at the beginning. However, as time

progresses, the ambiguity is reduced. When much ambiguity exists, the team members

need to provide for flexibility in their activities, such as investigating alternative paths and

building in buffers to allow for change. When the ambiguity has been reduced to some

threshold level, problem solving activities can then be focused on considerations of

optimization.

Such a problem solving process is analogous to the funnel process [Ref. 2], except

in this case, we are dealing with the development of a specific product, rather than the

selection of new ideas or innovations to be further developed and marketed. In the case of

a design project, the degree of flexibility to be introduced in the beginning of the funnel

process is directly proportional to the level of ambiguity the team members have to face in

the beginning of the phase and inversely proportional to the cost of introducing such

flexibility. A major management issue arises in controlling the shape of the funnel--the

dynamic reduction in ambiguity over time.

degree
of

flexibility

flexibility I optimality

Figure 11-5. Funnel Process

In the overlapping approach, control on the degree of flexibility, as time advances,

is part of the problem solving activity. However, this is a team problem solving activity as

opposed to an individual problem solving activity. The major issue here is communication

among team members in different phases and resolution of conflicts among teams when

they arise. Downstream members must provide critical review of a proposed decision that

H-9



is about to be made by the upstream members, regarding constraints that the decision may

impose on their problem solving activities, which might seriously affect any of the three

process attributes (LT, LCC, or NC). In addition, they may wish to provide suggestions,

when appropriate, on variations of the proposed upstream decision that will lead to a

uniformly better solution.

To facilitate addressing such management issues, we need to develop a more

structured framework into which the problem can be cast for solution. The notions of risk

and uncertainty must be more precisely defined and, to the extent possible, quantitative

methods for management of risk developed. We begin such an undertaking in the next

chapter, where we define basic concepts of risk and uncertainty and formulate a simple

structure for dealing with these concepts.
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IM. BASIC CONCEPTS OF RISK AND RISK EVALUATION

A. TYPES OF RISK

The risks in product development can be broadly classified as market risk,

development risk, and technology risk. Market risk refers to the risk that the product

produced may not meet the market needs or capture significant market share. Development

risk is the risk that the development project may take too long or be too costly. Technology

risk is the risk that advanced technology cannot be successfully incorporated into the new
product. The sources of these risks are different, yet they all influence the success of the

product development project.

As an example of market risk, the design team may face the problem of upstream
uncertainty in user requirements. The design team may start designing the product based

on a set of requirements provided by marketing. Midway through the design, certain
requirements may be modified. These changes could be of such magnitude that a total
redesign of the product must be undertaken, resulting in significant schedule slippage and

increased development cost, which could, in turn, cause a serious competitive
disadvantage. To handle this problem, the members of the development team must
recognize the uncertainty in requirements in the initial design phases and make provision

for handling such uncertainty.

Development risk is related to the uncertain downstream effect of decisions made
earlier in the development process. For example, the design team could specify a certain

part in the design that could be built by the company or purchased from an outside vendor.
Should the company choose to buy the part from a vendor, there is risk associated with the
level of quality that the vendor can deliver and the continued existence of the vendor in the

market. Adverse part quality could lead to a loss of future sales for the product developer.

The business failure of a critical supplier could lead to significant costs due to loss of

production capacity and significant start-up costs for providing for alternative sourcing.
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To illustrate technology risk, consider a situation in which a new technology, under

development by the R&D group, promises greatly improved product cost if incorporated

into the product. The product design team may design the product in parallel with the

activities of the R&D group, assuming that the technology will be available at a certain

time. Also, the competitive situation may be such that achieving the planned product

introduction time is critical. If the new technology does not become available as planned,

the design team will be forced to go back to a conventional design that is not dependent on

the new technology. The development schedule will likely slip and additional redesign

costs will be incurred. Moreover, a significant market opportunity may be lost.

These above examples share certain common characteristics. Design decisions

must be made in the face of uncertainties (upstream, downstream, or technological). A key

problem in the design process is to maintain the risks at an acceptable level while

optimizing expected product performance. Pure design optimization for performance,

without explicit consideration of risk, can lead to disaster. Thus the success of a product

development project depends on not only engineering creativity and knowledge but also

management's capability to manage the risk in a dynamic manner. This chapter describes

the fundamental concepts of risk management in product development and develops a

systematic approach to deal with the problem.

B. RISK MANAGEMENT FOR TWO-STAGE PROCESSES

In this section a simple model for handling the management of uncertainty in

processes with two phases is developed. Examples of such processes include product

development with a specification team that communicates requirements to a design team,

processes with parallel R&D and design efforts that must interact, and the portion of a

development process that consists of the interactions of a design team with a manufacturing

team. In the next chapter, process with more than two phases are considered.

The necessity of risk taking arises from the fact that we need to choose a specific

course of action in the face of uncertainties. If these uncertainties cannot be reduced in

time, then the choice of appropriate action can be based on statistical evaluation only. If the

uncertainties can be reduced in the future, then one can either opt to wait until uncertainties

are reduced to a threshold level before proceeding, or one can select a course of action

while recognizing that uncertainties can be reduced or even eliminated in the future. In

product development, if we choose to wait until uncertainties are reduced, we are
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effectively choosing the serial process. If, however, we choose to proceed while

recognizing that uncertainties may be reduced or eliminated, we are led to the overlapping

process.

Let Xi be a specific option to be taken. Associated with Xi is a parameter set Si

which represents the restrictions on future options. If some event e happens, then we can

choose some pE Si so as to optimize a certain objective. Let us single out cost as the

objective in this case. Assume that we can develop a cost model (analytical or through

simulation) Ci(p,e), pr Si. Then associated with the actual event e, we will incur a cost

that represents the resulting minimum cost if event c actually occurs.
f. (c)A a=mins Ci(P,c ) ()

Suppose that for each i=1,2 .... n, representing n different choices, we do not know
what the actual event e will be. We can evaluate fi(e), i=1,...n as e varies over a region.

For n=2, possible plots are illustrated in Figure 111-1. Now the question is whether XI or

X2 is the better option. The choice is clear if we know that e A--X 1 is optimal. If,

however, ce B, then the choice is less clear.

In some sense, choosing X1 incurs a higher risk--if ee A, but e B, then choice of

X1 may lead to a disaster, whereas a choice of X2 gives acceptable performance over a

wider range. Thus the cost sensitivity, fi(*), affects the risk associated with the decision

Xi. However, the risk of choosing X 1 depends also on our assessment of where e will lie.

If we assess that ee F, where F is a proper subset of A, then choosing X1 has no risk at all.

Let ic(c) be a distribution of the exogenous event e. We can calculate

f J f(c)7(c)dc (2)

= J (fiE) - f) 2X(()de (3)

The risk associated with Xi is measured by o. If o is large, then we may anticipate a big

loss if a negative outcome occurs.

From (3), we note that 02 is dependent on the shape of fi(c) as well as 7r(e). If fi(e) is

reasonably flat over a region of , where x(c) is nonzero, then is small. Thus risk can be

controlled by selecting a specific option Xi, which results in a reasonably flat fi(E) or by
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controlling the distributionte(E). Usually,Xi e X2lectiontofethat results in a flat fthe) will
also yield a f s() whose minimum at fr() is reflectively high as compared to another

e

option Xj, whose fc(e) is not flat but

If /r(i) is not controllable, then the trade-off between X1 and Xj is between lower average

cost versus higher risk. However, if l,(e) can be controlled, then one may seek to choose
Xj and x(e) such that both the average cost and risk are lowered.

Referring to Figure III-1, if we can control 7r(e) to have most of its weight within

the subset A, then X1 is a better choice than X2, from the average performance and the risk

point of view. It should be clear that, from the example, the optimal choice of option is

dependent on our capability to influence 7t(e).

Let us plot f1i and oai, i---,...,n in a two-dimensional space as in Figure 111-2. In the

plots with it(e), X4 and X5 are dominated by X2 and possibly X1. Therefore, to select the
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Figure 111-2. Plots of vS. 02 as Uncertainty Changes

appropriate options, we need only to consider X 1, X2 , and X3 and conduct trade-offs

between average cost and risk exposure. The plots for f1 vs. o& will change as the

distribution on e changes. In Figure 111-2, we show two plots with different distributions:

n(e) and x'(e). Note that with x'(*), X4 dominates X2 and X3 ; and the three options

subject to trade-off consideration are X 1, X4, and X5 . From Figure 111-2, we would likely

conclude that the pair (X4 , n'(*)) is the best option.

C. APPLICATION TO THE THREE CATEGORIES OF RISK

This section describes how the preceding formulation can be applied to the three

categories of risk in product development illustrated at the beginning of this chapter.

1. Uncertainty in Requirements

In the overlapping problem-solving approach, the designer will start designing the

product while the requirements for the product are not fully specified. In fact, one of the

notions of ULCE is that the designer should participate in helping to determine those

requirements.

In this case, e will represent certain parameters, such as performance, shape,

tolerance, and supportability which are subject to uncertainty. Suppose there are three

basically different design approaches that can be taken, denoted by X 1, X2, X3. The set Si

associated with Xi determines the flexibility that the designer has within the constraints
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imposed by that approach. It is assumed that the requirements will be eventually finalized

and the corresponding optimum design will be developed within the approach taken.

The curve fi(e) represents an engineering assessment made by the design team of

the resulting cost associated with approach Xi if eventually the requirement is F. The

specification team comes up with a distribution nt(e), which is passed on to the design team
(feedforward to downstream). The design team takes ir(e) as given and generates a plot

like Figure 111-2 from which they either recommend an approach to management that has a

reasonable trade-off between average cost and relatively low risk or suggest to the
requirement specification team that they modify the distribution 7r(e) to t'(e) which will

result in lower risk and lower average cost (feedback to upstream).

The negotiation between the requirement specification team and the design team is

focused on the interplay between the uncertainty distribution ic(e) and the resulting plots as
in Figure 111-2. Basically, the suggested distribution 7c'(e) will require the requirements

specification team to reallocate effort to reduce the most sensitive uncertainty from the

design perspective. This may or may not be feasible from the requirements specification

team's point of view. However, a plot like Figure I1-2 can be used as a catalyst to derive

consensus. Figure 111-3 illustrates the process described above.

MANAGEMENT {f, 2)

Coordinates Requestrespecification I ()

Select X i

SREQUIREMENTS "

Figure 111-3. Handling of Uncertainty In Requirements
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2. Uncertainty in Parts Availability

When uncertainty about parts availability exists, the design team must decide

whether they should design the product based on standardized parts that are readily

available or design the product by specifying the parts needed and ask certain vendors to

manufacture those parts. Let XI be the approach of using standardized parts and X2 the

other approach. The total life cycle cost of the product consists of design cost,

manufacturing cost, operations cost, and support costs. In this case, the uncertainty is the

future availability of parts. Let F be the average lead time for parts when needed. If E is

large, then high support costs will be incurred.

Restricting parts use to standardized parts may incur higher design and

manufacturing costs. Assume that under both design approaches we are required to meet
the same requirements for reliability and maintainability. Then, assuming that fi(s) is a

measure of product life cycle cost, we will have a situation as illustrated in Figure 11M-4.

The slope of both curves will depend on the degree of reliability and maintainability
required in the product specification. For e-0, life cycle cost will be dominated by the

design and manufacturing costs, and in this case, the X1 approach will incur a higher cost.
However, as e becomes large, the total cost will be dominated by the maintenance and

support costs. In general, standardized parts imply lower component replacement costs,
thus f2 will overtake fj as e becomes large.

In this case, the distribution on e depends on the design choice. 7tI(E), the

distribution on availability if the parts are standardized, is likely to be concentrated on low
values of e. 712(E), the distribution on availability if the parts are not standardized, is likely

to be concentrated on high values of e. Moreover, 1x(e) is most likely determined by the

structure of the standardized vendor's market and thus will be less controllable; whereas

7E2(E) may depend on other elements such as the relationship with the vendor and the

specificity of parts required and therefore will be more controllable.

As before, we can compute

= fi ( e) i(e)d r.
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Figure 111-4. Total Life Cycle Cost as a Function of Parts Availability

to represent the average cost and risk associated with parts availability. Note that the

optimum choice is not clear, since it depends on the following:

" The slopes of the curves fl(e), f2 (e) (reliability and maintainability
requirements)

* The intercepts of the curves: fl(O), f2 (o) (design and manufacturing costs)

* The distribution r I(*) (market structure of standardized parts)

* The controllability of x2(o) (capability of influencing vendor's performance).

In general, if there are special features of a component that are unique and absolutely

necessary, then standardized parts may not be readily available, in which case X2 may be

the better choice. The analysis indicates that in such cases more emphasis should be

devoted to tightening the relationship with the vendor contracted to provide the component.
On the other hand, if standardized components can be used, then most likely rI(E) will be

clustered at a low value of e, which implies that X1 is a better choice. For a product that

has many component parts, the analysis can be used to determine which component parts

should be obtained from standardized markets and which parts from custom or semi-

custom markets. Such a determination will provide a guideline for product design. This
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case illustrates how downstream uncertainty can influence an upstream decision. This

example is discussed in more detail in the next chapter.

3. Uncertainty in New Technology

Suppose that the R&D group is developing a new technology which, if successful

and used in the product to be developed, will tremendously reduce the overall product cost.

The product can also be developed without the use of such new technology, but the overall

product cost will be much higher. However, the product development team does not know
the time e when the R&D group can make the new technology available. The absolute

deadline for product introduction is specified as T. Should the product be introduced at an

earlier time t, then the company will attain a value v(t) > 0, for all t < T that is monotonic

decreasing and v(T) = 0. The maximum resources that the product development manager

can draw on to complete the project are constrained.

The project manager estimates that if he uses the maximum capacity in developing

the product via the conventional approach (does not use the new technology), it will take

TI<T to complete the product development; whereas if he uses the maximum capacity to

develop the product and assumes the new technology is available, then he will require
T2e [T1,T] to complete.

The manager has several options. The first option, X1, is to allocate the full team in

developing the product, assuming that the new technology is available. However, at time

t=T-TI, if the new technology is still not available, then he must abandon the original

development and allocate the full team to the conventional approach to meet the deadline T.
We can plot fl(e) as shown in Figure III-5. Here, r stands for the time that the new

technology becomes available. If the new technology is made available before T-T1 , then it

will be used. We assume in this example that sufficient flexibility is built into the product

development process so that the cost of incorporation of new technology is independent of

the time when it is made available.

The second option, X2, is to allocate the full team in developing the product without

assuming that the new technology is available; but then, once it is available (before T-T2 )

switch the full team to the approach of utilizing the new technology. By T-T2, if the new

technology is still not available, then it is too late to adopt the new technology. Note that in

this case if the new technology is not available before T-T2, the team will continue its

original effort and will complete the development at TI<T. The value v(T 1 ) can be used to
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offset the total cost and thus produce the curve f2(E) as in Figure 111-5. As compared to

X 1, if the new technology is not available by T-T2, the X2 approach will finish the

development later.

fi (-) - 4 fl( )

v(TI)

4---f 2 (c)

SNo- time (c)
T-T2  T-T 1

Figure 111-5. Cost as a Function of the Time When New Technology is Available

Another option is to split the total resources up into two teams. One team assumes

that the new technology is available, and the other team assumes that the new technology is

not available. The two teams will merge into one under different events. If the new

technology is available early enough so that it can be used and the deadlines still met, then

the two teams will merge and proceed using the new technology; otherwise the teams will

merge and proceed without the new technology. The maximum waiting time before

merging without the availability of new technology is dependent on the relative size of these

two original teams. One can view XI and X2 as the two extremes of this option.

Conceptually we can have a continuous set of options. For illustrative purposes, we shall

only plot one such f3(e) in Figure I1I-5.

The optimal choice depends on ic(e), the distribution of the time availability of the

new technology. If ir(E) is concentrated on lower values of E, then X1 is optimal. As 7t(E)

is shifted to the right, X3 would be optimal. A further shift of n(E) to the right will make
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X2 become optimal. This implies that input from the R&D is critical in determining the

optimal approach. By having the design team work closely with R&D, we may be able to

shift x(e) to the left, which will increase the chance that the new technology will be adopted

and result in a much lower cost. Using the analysis, the manager can determine such an

optimal resource allocation.

If the R&D is conducted by another company (supplier), then the analysis can be

used to determine the value of having the product team interacting with and even helping

the supplier's R&D team to make the new technology available earlier.

The preceding analysis was based on the assumption that T2e [TI,T]. If T2<Tl<T,

then instead of Figure 111-5, we have Figure 111-6. Similar conclusions can be deduced;

however, the dependency of optimal option on x(s) will be different.

f* ) v(T1)
f f~

f3(r€)

f2(c)

T-T1  T-T2

Figure 111-6. Variation of Figure 111-5 When T1  T2

D. GENERAL REMARKS

The basic concept described in the preceding section can be a powerful tool in the

management of the product development process. The next chapter describes how the

approach can be easily extended to handle multiple overlapping phases. Even though our
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discussion focuses on cost as the primary variable of interest, a similar approach can be

taken to deal with development lead time.

The approach described in this section is similar in concept to the Taguchi approach

for parameter design [Ref. 4]. In Taguchi's approach, a loss function is computed based

on the deviations of certain product characteristics from target values in a noisy (random)

environment. The objective is to choose a set of design parameters to minimize the

expected loss. Our (Y2 is analogous to the Taguchi loss function. In the approach outlined

in this chapter, the design parameters are subject to control, and a portion of the random

environment may be subject to management control. While the design engineer focuses on

selection of design parameters to minimize the loss function, the management focus should

be on controlling the environment to allow the engineers to do a better job. Close

interaction between engineers and managers is the key to achieving an optimum design.
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IV. INTEGRATION OF UPSTREAM AND DOWNSTREAM
UNCERTAINTIES

A. THREE-PHASE PROCESSES

In this chapter, we consider a three-phase process in which the activities of the

second phase (which for our purposes we assume to be the design phase) are affected by

uncertainties in output from the first phase (an upstream phase), and themselves affect

uncertainties in the third phase (a downstream phase). This situation is illustrated in Figure

Iv-1.

Upstream Phase

Design Phase

(Choose concept Xi; choose p c Si (optimize) p

7i(d I p*)

Downstream Phase

Figure IV-1. Interactions Among Phases in a Development Process

1. Upstream Phase and Design Phase

At the beginning of the design phase, the upstream phase will not have determined
its final output, the requirements specification e4, and will only be able to provide a

distribution 7c(e,), which assigns relative likelihoods over several possible requirements

specifications. The degree of variability of 7c is a measure of the uncertainty in

requirements that is faced by the design team.
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As noted in the preceding chapter, in attempting to design to a particular set of
requirements, the designers will choose a design concept Xi, and within this concept (or
approach) will seek to identify values for a set of parameters p e Si, which optimizes the

design within the constraints Si imposed by the concept Xi. Note that we use the term
"optimize" in a general way. Strict mathe-.atical optimization is not necessarily implied. In
general we assume that optimize means to determine a feasible set of parameters p e Si (a
"satisficing" solution), which appears to be the best approach possible given the available
knowledge and resources of the design team.

Eventually the upstream phase will be concluded, with the final requirements being
specified as e4. We shall refer to the process of proceeding from the distribution 7r(Eu) to

as the freezing of requirements. After this point, the design team will then proceed to a

final design p*. This process is called freezing the design.

2. Downstream Phase

For any p e Si, uncertainties will also arise due to downstream considerations. We
shall denote such uncertainty by ed. As examples, ed could represent uncertainties in the

manufacturing process or uncertainties in the future availability of certain components or
parts. The distribution of such uncertainties is influenced by the design approach taken (i)
and the choice of parameters p e Si. We shall denote this distribution by

ni(-d I P)

Note that p is also a function of ru, so this can also be represented by

Ri(ed I P(Cu))•

In most deterministic design approaches, the final design would be obtained by

solving a deterministic optimization [Refs. 11, 12] of general form:

min f(p, eu)

s.t. g(p, e*) < 0

This approach ignores the downstream uncertainties that will be influenced by the choice of

P(E:).

At the beginning of the downstream phase, the downstream team will face

uncertainties in the output from the design phase. After the design is frozen at p*,
however, the downstream team may then optimize its activities for the design p*. When

the downstream phase is the production phase, this amounts to optimizing the production
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process for a given design. At this point, techniques for continuous production process

improvement become operational. These activities serve to change the form of
RiEd P(F-u))"

3. Integration of Phases

As in the two-phase processes discussed in Chapter II, the key issue in handling

both upstream and downstream uncertainties involves proper management of the reduction

in these uncertainties over time. In the early part of the design phase, the design team

D interacts only with the upstream requirements team. In the middle, the design team will

interact with both upstream and downstream teams. After the upstream input is frozen, the

design team will interact mainly with the downstream team. In the latter portion, if the

downstream phase is the production phase, the design activity will include optimization of
D the design for production. Production, on the other hand, will seek to optimize production

processes given the design. Since both the design and production processes are uncertain

at first, continual interaction between teams must occur to reduce this uncertainty and allow

convergence to an overall solution. This process, in the case of design and production, is

a known as simultaneous engineering.

Simultaneous engineering involves reducing downstream uncertainties over time.
However, it should be noted that, unlike the upstream case, all downstream uncertainties

will not be totally resolved. Until the product life cycle is complete, some downstream
0 uncertainties will remain.

To manage the process of reduction of uncertainty, we need to develop a strategy.

To develop such a strategy, we shall begin by considering the design phase and its problem

of developing an optimal design in the face of ur ,tream and downstream uncertainties. To
do this, we need to develop a metric to measure what we mean by optimality.

B. PARAMETER OPTIMIZATION

0 In this section we will develop an approach to optimizing designs in the face of

downstream uncertainties, and in the next section we address management issues of a

development process based on this approach.
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1. General Product Development System Model

Figure IV-2 depicts a conceptual model of the product development process, which
highlights the features of that process of interest to us.

Design Approach i

I Upstream System 11.y
Requirements u (response)

Figure IV-2. Development Process System Model

In this model, the system produces a response y, which is a random vector of outputs

driven by the design (concept selection and choice of d~sign parameters) input requirement
specifications that are subject to uncertainty for some period of time, and downstream

factors that are also subject to uncertainties that are conditional on the design approach and
parameters chosen. Our objective is to control the inputs and choices in the model in such a

way to produce outputs that are good in some sense. Our options include

" Managing the uncertainty in e, (controlling the formal process for determining
the product requirements).

" Managing the downstream uncertainty to the extent possible.

* Selecting a design concept i with an appropriate balance of expected
performance and risk.

* Choosing the design parameters once the concept has been selected.

We briefly discussed the first three of these options in the last chapter, and they are

addressed again in more depth later in this chapter. In this section, we will concentrate on
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accomplishing the last point in the face of downstream uncertainty, assuming the concept i
and the requirements specification eu are fixed.

2. Response Function

While there are many possible ways to measure the response of the system, we

propose that the vector y should consist of three major components:

* a vector YT of physically measurable target performance characteristics of the

product being developed

" yc, the product life cycle cost

* y1 , the lead time for delivery of the first product.

Thus y = (YT, Yc, YO in our formulation.

The vector YT would consist of product attributes such as weight, range, and
maximum speed for a product such as an aircraft. For other types of products, other

measures would be appropriate. The important thing is that we must be able to physically

measure YT for each product as it is placed in service.

In contrast, yc cannot be physically measured at the time of introduction, since it

depends on events that have not yet occurred, such as field usage factors and costs and

availability of manpower and spare parts. In principle, we can infer the effects of changes

in p on YT through experimentation, but this is not possible with yc. The best we can do is

to predict yc, and in the design phase, such predictions will be very uncertain at best.

While the absolute values of YT have meaning, predictions of yc will be useful only in a

relative sense--to compare and rank designs whose other characteristics are equivalent.

Lead time also differs from YT. Lead time may be predicted during the design

phase, but with considerable uncertainty. At the time of product introduction, lead time is
known, but by then it is too late to change it. As with yc, y, is a factor useful in ranking

and comparing designs, and we should generally seek designs with the lowest value

possible. Product introduction time considerations often determine limits for lead time.

Using lead time as a constraint rather than as part of our objective in the design process

may be more appropriate.

In the development process we should usually seek to minimize yc and minimize

yl, or at least constrain it. In the case of YT, however, we usually will have explicit goals
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or target values provided. These values, which we denote by YT(EU), are clearly related to

the requirements and also to the design concept. The process of generating YT from ru is a

key part of the systems engineering process. While we assume that this process is given

here, the development of better methodologies in this area is an area of research that

deserves more attention.

In summary, we may recast the design parameter optimization problem as:

Seek to attain, as best as possible, the physical performance goals, while
minimizing life cycle cost and not exceeding lead time constraints.

Note that in contrast to YT, which is derived from the specification, YT is a function of the

design concept and parameters, eu, and ed. Thus, YT is a random quantity. The degree to

which we attain product goals will vary from product to product--some will turn out well

and others will not. This randomness must be considered in solving the problem.

3. Mathematical Formulation of Parameter Optimization Problem

The problem stated above may be mathematically formulated in a variety of ways.

One approach would be to formulate the problem using the goal programming approach

(for example, see Mistree, et al. [Ref. 3]). In this paper, following the approach taken by
Taguchi [Ref. 4], we will compute a measure of failure to attain the goal YT based on a

quadratic function of the absolute deviation of the actual performance characteristics from

the target vaules. This measure is thus defined as

L i,p Ed) = -Y _ 2 = i(YT(i) - YT( ) )2

Li,p measures the sum of the squared derivations of physical product performance

characteristics from the target goals. The Taguchi method [Refs. 4, 5, 6, 7] of parameter

optimization seeks to minimize the expected loss function in the presence of external noise.

In our formulation, this translates into:

min Ed Li (E, E)](1
ire S , U

where Ed(f) = f f(ed)iri(Ed' p(eu))&d
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An alternate expression for the minimization (1) is given by

mi [II EdYTYT1+ Vard (YT) (2)Pe 
S 

I

where Vard(f) = f (f(ed) - Ed(t))2 7i(ed)ded.

The minimum value for (1) or (2) is denoted by oi(eu). oi(e u ) is considered a

measure of the optimum level of quality attainable with design concept i in the presence of
downstream uncertainties lic. It can also be considered as a measure of the downstream

risk of not meeting the performance requirements.

Three things should be noted about this approach. First, the upstream requirements

specification eu is treated as fixed. Second, the downstream uncertainty distribution is

fixed. Exogenous changes to 7i are not considered here. Finally, the method is focused

exclusively on physically measurable performance characteristics. Life cycle cost and lead

time are not considered. Thus the minimization problem stated in (1) and (2) addresses

only the first part of the design parameter optimization problem.

To extend this method, let us first consider the addition of life cycle cost to the

problem. Since, from the previous discussion, life cycle cost should be minimized while

attaining good quality, we propose the following formulation. Consider the following

problem.

min Ed(Y) (3)
p e S i

s.t. Ed(LiP(e, ed)) < , > (e

Note that 8 >t oi(eu) guarantees a solution, while for 8 < o3i(e u) there is no solution. For

8 2(eu), let y*(eu, 8) denote the minimum obtained in this problem. Then it is clear that

for8 1 >82t a &(eu), we have

Yc(E, 52) >t Y*(E, 81)

Thus, the relationship between y* and 8 is as shown in Figure IV-3.
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| YC= Yc (cup8

+ w =t t 0

8 8

Figure IV-3. Dependence of Minimum Life Cycle Cost on Allowable Quality
If we consider the loss function o(e u) as a measure of quality, we see that the

curve in Figure IV-3 shows the trade-off between life cycle cost and allowable quality
(measured by 8). While the simple optimization in (2) by itself optimizes quality, the cost

of attaining this optimum may be very high. If we can quantify our relative desires for
quality and low cost by weights wc and w8, then we can compute a dissatisfaction function:

J(yC, 8) = WYC + w 8 (i = design concept)

Then various levels of dissatisfaction correspond to the family of lines shown in Figure

IV-3. The optimum level of dissatisfaction is achieved at the point of tangency of this

family of lines to the (y*, 8) trade-off curve. This is found by solving the equation
CW ay* w8 )L

as we

Let the solution be denoted 8*. Then X measures the price we pay, in terms of increased

dissatisfaction, for a unit change in quality near the optimum. The corresponding cost and

dissatisfaction levels at the optimum are

ye(eu, u)

J*(yc(eu, 8*), 8*) = wcyc(E u, 8*) + w 8*
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Since 8" is computed by an optimization, we can suppress the dependency and denote the

latter quantity by

If we wish to incorporate lead time as well as cost, this can be done as follows:

Consider the problem:

min [YEd(yc) + Y2Ed0yl)] , y1, 2 >0 , Y1 +  2=Pe Si

s.t. E,(L _(e,,, e,)) < 8 t. 0(e,,) (Y)

An analogous development to the one given above for cost and quality will lead to a new

dissatisfaction function J*(eu) = wcy* + w6 8 + w1 I

We shall refer to the function J*(ru) as the generalized loss function, since it

incorporates not only losses due to poor quality, but also due to high cost and excessive

time to market in developing the product.

As we shall see in section C of this chapter, Ji*(Su) can be used in place of the

general cost:
fi(eu) = min Ciup

p= S i

that was introduced in the previous chapter to handle upstream requirements uncertainty.

Thus, we may now apply the approach of that chapter to handle both upstream and

downstream uncertainties in an integrated manner.

4. Computational Issues

Computation of Ji(ke) involves solving the optimization problems (1) and (3),

which requires a model for the response y as a function of the parameters p and the
downstream uncertainty ed. Moreover, a model for the downstream uncertainty distribution

is also needed. Such a model can either be obtained from scientific or experimental

knowledge. If the dependency of y and Rd on these factors can be specified in closed

mathematical form, analytical optimization methods can be applied in solving (1) and (3).
If, however, the relationships can only be represented in some symbolic form or derived

through simulation, then problems (1) and (3) must be solved using some sort of search
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approach. In most practical cases, one needs to incorporate specific domain knowledge or

some structural knowledge about.the problem to devise an efficient search method to solve

(1) and (3). This is where artificial intelligence (AI) technology, in particular knowledge-

based technology, may be extremely useful.

5. Developing the Quality Versus LCC Trade-Off Curve

Conceptually, computing the trade-off curve in Figure IV-3 is straightforward, but
practically, it may be a difficult or even analytically intractable problem. Even so, the

mathematical formulation provided by the equations given in the preceding section can

serve as a guideline in developing a practical solution method that approximates the

mathematical formulation. One approach to this is as follows:

Let po be our choice of design parameters after solving optimization problem (1).
Problem (1) could be solved using a variety of methods, from standard mathematical

optimization techniques to experimental design methods, such as those recommended by
Taguchi or others. Now let us develop an estimated LCC using design P0 as a baseline.

This has been done in many real development efforts [Refs. 8, 9], and standard templates

(models) exist for such calculations. Next let us identify all of the exogenous random
variables in the LCC model that depend on po or on specific management choices (how to

manage the maintenance process, for example). Next we vary the design parameters from
Po and examine the effect of these variations on LCC via the LCC model. With certain

assumptions on the behavior of the exogenous variables, the effects of these variations on

LCC may be estimated. If we then find the direction of change that gives the greatest

change in LCC, we have identified where we have optimum leverage on LCC through

design parameter variation. We next examine the effect of such a change on quality level.

By alternating between considerations of quality and LCC, we hope to arrive at a new

choice of design parameters that gives us better LCC at minimal reduction in quality. The

search procedure described above can be implemented as a local search method in seeking

6", the level of quality at which our dissatisfaction Ji (eu) is minimized.
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C. MANAGEMENT OF UNCERTAINTIES

1. Management of Upstream Requirements Uncertainties

In the preceding discussions, the requirements specification eu has been regarded as

given. Clearly, we can also regard it as a control parameter in design, as done by Taguchi
[Refs. 4, 5, 6]; however, there is a subtle difference between eu and p: the choice of p is

made after eu--p represents design parameters chosen by the designer after eu is specified.

eu, in contrast, is chosen after realizing what can be achieved in fulfilling certain needs in a

cost-effective manner.

Let Q represent the range of eu that the upstream members consider as feasible

requirements that can be achieved in fulfilling certain needs. The different degrees of
likelihood that a particular eu will become the final requirements specification is represented

by 7r(E) defined on 0. ir(eu) is normalized to give

f. i(eu) du =1 (4)

If Q is a discrete set, then (4) is replaced by
7(e f) = 1 (4)'

(4)

Note that x(eu) does not represent an objective probability distribution for eu, but rather

represents our initial assessment of how likely the requirements will be finally frozen to cu.

If 4 e 91 is such that total dissatisfaction level J*(eo) is large, then while 4 is a

feasible set of requirements that can be achieved in fulfilling certain needs, the performance

and/or cost of a product designed using such these requirements as guidelines will be
unsatisfactory. Let 92' be a subset of 0 constructed by eliminating all 4 that yield

unsatisfactory performance or cost.

Now there are three types of situations that may arise, as illustrated in Figure IV-4.

In Situation A, we have the good fortune in that what we anticipate to be the most probable

requirements specification leads to a final design with acceptable dissatisfaction level. In
situation B, there is some compromise between requirements and dissatisfaction. Situation

C occurs when there is conflict between upstream requirements and downstream

performance or cost achievement. In situations A and B, the new range of possibilities for
eu can be reduced to '; and the new 7'(eu) can be modified by adjusting i(eu) to fall
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effort to resolve the conflict as early as possible is crucial. Otherwise, the continuation of
0 the development process will lead to an extremely unfavorable outcome that will be very

expensive to fix. The upstream requirements team needs to reexamine the rationale they

used in arriving at 0 and ic(eu). The design team can point to specific requirements that

lead to the unfavorable outcome or explore whether certain downstream uncertainties can be
reduced. The process of conflict resolution will vary for different situations. However,

identifying the need for such a process to take place in the early product development

process will lead to improvements in total product development lead time.

* 2. Selection of Design Concept

In this section we consider how to select from alternative design concepts,

assuming the initial requirements uncertainty is represented by 7n(eu) as in Figure IV-6. As

an example, suppose that three different basic approaches are proposed by three different

designer groups. Each group has gone through the generalized loss function computation

of Section D. 1 and three different curves J*(e,) have been obtained as illustrated in Figure

IV-6. Approach 1 will always result in a satisfactory outcome. If such an approach is

adopted, then we can just let the uncertainty in eu be reduced naturally. If, however, the

second or third approach is to be taken, the requirements team must determine whether

those Eu that provide lower Ji (E) (i = 2 or 3) can actually fulfill the needs. In fact, Figure

IV-6 provides a focus on the range of ea that the requirements team needs to explore. The

fact that the third approach can lead to substantially improved satisfaction within certain

ranges of cu stimulates the requirements team to reexamine its original assumption in

terminating n(cu) at lower values. A new assessment may indicate that the requirements

specification can be reduced to the region surrounding the minimum of J3(), leading to

0 selection of approach 3 as best.

If the requirements team feels that 7r(eu) can be shifted somewhat to the right, then

approach 1 should probably be eliminated from consideration, because the specification can

probably now be restricted to 11' (with 7r(eu) modified appropriately), and with such a

0 restriction approach 2 now gives a lowet dissatisfaction level than approach 1.

3. Dynamic Reduction of Requirements Uncertainties

Suppose that a specific design approach i is chosen. The management of the
0 overlapping product development process must then determine how to control the shape of
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Figure IV-6. Comparison of Three Basic Design Approaches

the funnel--managing the dynamic reduction in requirements specification uncertainties over
time. In Sections C. I and C.2, we described how the original uncertainty [92, 7t(eu)] is
refined to [02', 7c'(eu)] after going through a full cycle in integrating downstream and
upstream analysis in a nonconflicting situation. [a2, 7c(eu)] can be further refined if we can

" Obtain better knowledge of what is achievable in fulfilling needs--expend
resources in understanding what are the real needs and what is achievable via
technology.

"Compute J*(eu) more accurately. In the preliminary evaluation of downstream
uncertainties, for example, a simple model may have been used in order to get
a quick first-cut analysis. Thus, modeling error may be responsible for
undesirable dissatisfaction measurements in part of Q . One may thus expend
resources to refine certain components of the model that will reduce the
downstream uncertainties. Other ways to reduce downstream uncertainties
include modification of the design approach (such as reducing the number of
components or using standardized parts). These activities may lead to a more
accurate characterization of J* over the region Ql, giving us a better picture of

how to move to an Ql' with much lower dissatisfaction levels.

Determining what activities should be carried out dynamically over time to reduce

requirements uncertaintes as quickly as possible is the key management control issue.
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Some uncertainty reductions occur passively as the result of certain exogenous events;
others are planned by management control. This control process can be better represented

by a heuristic rather than an analytical process, although some analysis may be useful in
supporting the heuristic process.

4. Flexible Design

In the beginning of the design phase in an overlapping process, the design team

must be designing when the requirements are not completely specified. Even though a
basic approach may have been selected, the team will want to build flexibility into the early
design decisions so that when the requirements are refined later, the design space will not
have been so constrained by the early decisions as to prevent the team from achieving the

final specification. One way to do this is as follows:

Consider a certain design approach i. Let j= 1,...n and

Si c Si , j=l,...n be subsets of the parameter space Si.

Thus, within the approach i, we can have a subapproach (ij) which is characterized by
additional constraints that are placed in the parameter space Si. The restriction Si. c S.

implies that the approach (ij) is less flexible than approach (ij+l) within the basic approach
i. In general, increased flexibility will mean higher design cost. Clearly,
a2 (eu) > a (s): more flexibility will also result in higher quality. The effect of

j 1j+1

flexibility on LCC is not clear. While less constraints allow more freedom in finally
choosing a design with a low LCC, the cost for flexibility may be substantial. Therefore, a

compromise is needed to determine the optimum flexible design approach.

We can add a step increase in flexibility by having parallel design teams take more

than one basic approach and within each basic approach determine the optimum flexibility
level. Although this method will increase the design cost in some highly uncertain
situations, parallel design teams may be the best approach.

The determination of the optimum level of flexibility depends on the uncertainty

levels. Thus as the requirement uncertainties are reduced over time, the optimum flexibility

level will also be reduced. As the requirements are fully specified, the flexibility level will
be reduced to zero: Si. --* p(4). The dynamic aspect of how the optimum flexibility level
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will be determined is not worked out completely here, but we believe it can be developed

by further extending the reasonings as put forth in Sections C. 1-C.3.

5. Staging of Development Phases in Product Development

In the discussions in Sections C. 1-C.4, we have assumed that the design phase has

one upstream phase (requirements specification) and one downstream phase. In practical

situations, more than one phase upstream or downstream may exist. This section discusses

the case where two upstream phases precede design. In the planning of an overall product

development process, the important issues to be considered are the identification and

ordering of the phases involved. In an overlapping process, phase 1 precedes phase 2 if

the output of phase 1 is frozen before that of phase 2.

The design team requires two different types of specification. The first type is

related to the physical requirements that the product is supposed to have; and the second

type is related to new technology that is supposed to be incorporated in the product. If new

technology is to be incorporated into the product, should we freeze the technology features

or the physical requirements first? The following sections describe two different orderings,

which are appropriate under different situations.

a. Need-Driven Process

Consider the case where we desire to integrate a set of new technologies in a
product development. These new technologies are proven and their features are known,

but they have never been integrated before into any product similar to the one we are

developing. Therefore, how they should be integrated and what the resulting product

capabilities would be are still unknown. Since the basic features of these technologies are
known, we may be able to bound the realm of capabilities after they are appropriately

integrated. Since there are numerous ways to integrate these technologies, the technology

integration process can be facilitated by specifying the physical requirements first, which

will provide a focus for integration. Therefore, in this situation, we should freeze the

physical requirements before freezing the technology integration.

Note .that in this case, the physical requirements that the product should meet are the

driving force. These requirements reflect our needs for the product. We refer to this

situation as a need-driven or market-driven process.
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b. Technology-Driven Process

While the design team is designing a product, an R&D team may be developing a
new technology that can significantly improve certain attributes of the product. For

competitive reasons (either in a defense or commercial sense), we may desire to incorporate
such technological developments into the product design as early as possible. While the
R&D team may assure management that the new technology will be available in time for
incorporation into the new product, such an estimate is usually not accurate and in many
cases is optimistic. Moreover, the precise features that can be successfully achieved with
new technology may not be known, although some range of estimates for these features

can be provided by the R&D team.

In this case, no meaningful physical requirements can be frozen prior to availability

of the new technology, since they will depend on whether such a superior technology can
be made available, which will affect our desires for the physical requirements of the
product. We argue that, in this case, the technology features should be frozen before the

product's physical requirements.

We refer to this as a technology-driven process since the successful development of

the new technology provides a focus for specifying the physical requirements which, in
turn, drives the product development process.

Note that both processes incorporate technology development and marketing
(relating needs to physical requirements specification) in the product development process.
The distinction is which activity provides the focus that drives the product development.
The technology-driven process is more risky than the market-driven process; however, the
technology-driven process plays a key role in fostering worldwide competitiveness and is

responsible for most innovative products developed --i this world. For complex products,
we may actually use a mix of needs-driven and technology-driven processes--certain new

technologies will be well tested and used for the first time in the product application, while
others may still be pending completion by R&D groups. In this more complex situation,
the appropriate staging becomes even more important to control the success of product

development. We will generally have an interlacing of partial technology and requirement
freezing during the whole specification process (see Figures IV-7 through IV- 10).
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D. APPLICATIONS TO MANAGING UPSTREAM UNCERTAINTY

1. Concurrent Engineering

Recent initiatives, such as the Defense Advanced Research Projects Agency

(DARPA) Initiative in Concurrent Engineering (DICE), have advocated the conversion of a

sequential product development process into one in which the technology development,

41 design, and manufacturing engineering activities are pursued concurrently. The focus has

been on developing a parallel information/computing architecture that allows synchronized
evolution of these activities with progressive refinement [Ref. 10]. However, what has not

been addressed is the issue that the conversion of sequential activities into parallel activities

creates uncertainties that must be managed properly to ensure success. This section
addresses such issues. We believe these issues are fundamental to any concurrent

engineering effort.

Two issues of major importance in concurrent engineering are staging phases and

freezing of phase decisions through dynamic reduction of ambiguity through integration of

upstream and downstream analyses. When technology development is in its infancy, any

concurrent effort in design is probably too costly. Therefore, the issue is at what stage of

IV- 19



technology development should the design effort start. The marketing activity that focuses

on discovering people's needs must also occur at the same time.

Once a staging decision is made, the inherent overlapping paradigm introduces
upstream and downstream uncertainties as discussed in Section C, and a methodology is

needed to address this problem.

We believe that the discussions in Sections B-C can provide a proper top-level

framework for the development of an appropriate information management system that can
support concurrent engineering. Of course, a great deal of research is needed to enable

such a development to be successful.

2. Planning of a Science and Technology Program in Conjunction with
Advanced System Developments

S&T research is an independent activity with the primary objective of advancing the
frontier of knowledge, which will lead to innovative technological development. Such

advancements will not only affect specific vertical applications but also provide a p]atform
for many advanced product developments. For example, basic research in advanced

materials will affect the aerospace, automobile, and many other industries.

The basic premise of concurrent engineering is to integrate such research activity
into a specific advanced product development process. The research is treated as an earlier
phase in the product development process. By performing one cycle of downstream and

upstream analysis, one can determine whether the status of basic research can potentially
provide the technology to ensure the success of the perceived advanced product (no

conflicts arise). If no conflicts arise, then one can apply the analysis discussed in the
preceding paragraphs to evaluate the effect of the basic research to such product
development. If conflicts do arise, studying the reasons for the conflicts should lead to
modifications to our advanced product development program, modifications to our basic

research directions, or moaifications to both.

However, basic research should affect a class of products, not just one. For each
active advanced product development project, the analysis described in the preceding
paragraph could be applied. For each planned advanced product development project, a

simplified analysis based on this concept can be used. Finally, to access the value of a
certain mix of research directions, an integration of the assessment of effects to all active
and planned product development projects would be necessary. The proper integration of
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these analyses into an overall strategic planning and management system for technology

base activities is a potentially fruitful area of research that should be further investigated.

E. APPLICATION TO MANAGEMENT OF DOWNSTREAM
UNCERTAINTIES

1. Downstream Uncertainties and Reliability Specification

Downstream uncertainties can be, to some extent, influenced by design choice;

however, such uncertainties are not completely controllable by design since internal and

external noises usually exist that will influence such uncertainties. This example considers

the implications of uncertainty in product reliability (R).

Let RO be the planned average reliability that the designers seek to achieve. This
can be done, for example, by reducing parts count, selecting better quality parts, and

providing better heat ventilation. However, the reliability actually realized in the field will
also be influenced by other noises represented by ed, whose distribution is influenced by

the choice of certain design parameters p. In functional form, we have

Ro =R° (p) ; 7r(ed1p) (5)

The reliability actually realized will be

R =R ed (6)

The total LCC for the product is

LCC = Cp (R°(p)) + CM (R) + CS (R) (7)

where

Cp (RO(p)) is the product development cost

CM(R) is the total life cycle scheduled maintenance cost

CS(R) is the total life cycle service repair costs.

Let p*(R*) be an optimizing solution of
np CR() r rCJ(p)ed +C(R~

n~ CPR()J+ECMR(P+~ +C~ (P)+%dJJ I R(p) R* (8)

Now we can rewrite (7) as

LCC(R*,ed) = Cp(R*) + CM(R*+rr) + CR(R*+ed) (9)
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where e, has distribution n(e p*(R*)). Thus the specification of R*, the reliability level,

does indirectly influence the downstream uncertainties.

In general, we will have the curves for the cost components as given by Figure

IV-11, where R = R* +e . From the Cp(R*) curve, we see that

acI(R) a>- 0 a2 Cp(R*)
;0 >0 (10)D R * a R 2

However, from the CM(R) + CS(R) curve, we see that

a{CM(R) + C5(R)} a 2fCM() + CS(R)}
_<*0 ;0 (11)

Now if we take the expected value for LCC (R*,ed) we have

LCC(R*) fLCC(R*,.*) 4e~-d Ip*(R*)4Je*

(12)

=C~R* +J CM(R* De + CS(R*+e*)} *( *R*)de=PR + f+ dIXe

From (12) we see that LCC(R*) would have a general shape as given in Figure IV- 12. The
point R 1 is the optimum reliability level to be specified. If R* is specified as greater than

R*, then the marginal cost in improving reliability is higher than the reduction in

maintenance and repair cost.

Suppose that the product under consideration is an equipment that is needed for

continuous operation, and when an equipment is down for maintenance or repair, a spare

one is needed to carry on the operation. Therefore, we may have an added availability

requirement.

If we require that N* equipments are always available, then we must have more

than N equipments in place so that, on the average, we will have at least N* equipments

operational. We shall refer to the set of N equipments as a system. Our interest in this case

is not the LCC for each equipment, but the LCC for the total system.

Let a be a fraction of time that an equipment is available for operation. The

availability requirement can be represented by

aN > N* ; N = total number of equipments in the system (13)
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a is dependent on R, the actual reliability realized. If the frust equipment issued is given a

planned reliability R*, how many should be purchased? This can be computed in a variety

of ways; one possible approach is

nrEJa(R) N - N*1(14)

where
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o if a(R)N-N*-_0
xcz(R) N-N* otherwise (15)

Regardless of the specific method of finding N, as long as the method reflects our desire of

ensuring (13), we have

N = N(R*)

with the property

.N <0 (16)
R*

aR*

Now the LCC for the system is given by

LCCs = N o LCC (17)

where LCC is the individual product life cycle cost. We thus have

= a LCC + N LCC (18)

Since -- < 0, at the point R1 where aLCC we will still have
aR* - aR* R*=R1

DLCCS 0. Thus, general shape of LCCs as compared to LCC will be as shown

aR* R*=R

in Figure IV-13. R2 is the reliability level that is optimum for the system. R2 is an

increasing function in N* and R2>R 1 . The implication of this result is as follows--if we are

considering the LCC of a system with a certain system operational requirement, then it pays

to develop a product of a much higher reliability, even though the marginal cost in

improving the reliability is higher than the marginal reduction in maintenance and repair

cost for each product considered individually.

2. Uncertainty in Reliability and Parts Availability

Suppose that the design team must decide whether they should design the product

based on standardized parts that are readily available or design the product by specifying

the parts needed and ask certain vendors to manufacture those parts. If the second

approach is used, we can specify the reliability level for the parts that will result in the
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optimum product reliability level as discussed in the preceding section. However, with the

first approach, we have to accept whatever reliability level is offered by the suppliers.

In the first case, the LCC of the product does not depend on availability of parts but

on only their reliability level. However, in the second case, where there is an availability

constraint, parts availability plays an important role.

Let LCC1 be the average life cycle cost if the first approach is used and LCC2 is the

average life cycle cost if the second approach is used. Let Cti be the fraction of time that an

equipment is available for operation if the product is developed using the ith approach. The

constraint is

a. N > N* i = 1,2 (19)

The fraction a1 depends on Ri and ti, where Ri is the parts reliability and ti is the lead time

in parts availability if the ith approach is used. We have the property

> 0 0 5 0 (20)
aRi -t i

Using the similar argument as in the last section, we see that the number of equipments

purchased N will have the following properties:

N < 0 a > 0 (21)
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where R* is the planned reliability and t* is the planned availability of parts if the ith

approach is taken.

Suppose LCCI > LCC2 , cc(R,O) < X2(R*,O): i.e., if lead time in parts

availability is zero, then option 2 is better than option 1. The plots for LCCsi, i=1,2,

against t will be as those shown in Figure IV-14. If NI(t), C2(t) are as given in Figure
IV-14, then for the system LCC, option 2 is better. If, however, 7r2(t) is moved more to

the right, option 1 is better. Since 7xl(t) is less controllable but x2() is more controllable,

the issue is whether we can have effective control on the vendor in reducing lead time in

parts delivery. In general, if a component has special features that are unique and are

absolutely necessary, then standardized parts may not be that readily available, in which

case, option 2 may be the better choice. The analysis indicates that, in this case, more

emphasis should be devoted to tightening the relationship with the vendor selected to
provide the component. On the other hand, if standardized components can be used, then
most likely nl(t) will be clustered at low values of t, which implies that option 1 may be a

better choice. For a product with many component parts, this analysis can be used to

determine which component parts should be obtained from standardized markets and which
parts from custom or semi-custom markets. Such a determination will provide a guideline

for product design.

L~ 

'S

n 711 (t 

2(1)

Figure IV-14. System Life Cycle Cost as a Function of t
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V. DECISION SUPPORT SYSTEM REQUIREMENTS

A. MANAGEMENT STRUCTURE TO SUPPORT OVERLAPPING
PROCESS

0 A management structure that is appropriate for problem solving in the overlapping

paradigm is illustrated in Figure V-1. Each functional group is responsible for problem

solving in a specific phase. The functional groups may be formed in a dynamic manner--

over time, members in group i may change and the mission in each group may change in
response to exogenous events. The manager must accomplish the following:

• Identify phases and organize functional groups, in a dynamic manner, in line
with these phases. Team stability and functional optimality must be
considered.

0 Once the functional groups are organized, determine the starting time for each
phase in real time and provide guidelines in setting the degree of flexibility at
the beginning of the phase.

* Monitor and coordinate consensus seeking among functional groups to manage
the reduction of flexibility in the funnel process in each phase.

Each functional group has similar problem solving characteristics, even though each

group uses different tools and methods in solving its assigned problem. The common

goals are

* * Focus on generating appropriate options with flexibility when ambiguity is
large. Since there is a cost incurred in generating each option, the team must
trade off this cost with the degree of flexibility.

Focus on optimizing the product when ambiguity has been reduced to a level
0 so low that it has been practically eliminated.

Frequently communicate with team members in the upstream and downstream
phases while work is in progress. Provide review of decisions about to be
made by upstream members and provide suggestions for a better overall
solution. When conflicts arise, exchange points of view to achieve consensus.
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Figure V-I. Management Structure for Overlapping Paradigm

While both the manager and the functional groups are involved in the consensus

seeking process, their roles will differ. Whatever consensus among different groups is

reached, it is important that all of the functional group members also agree--consensus

should be reached, by and large, among the functional groups. The manager should guide

the consensus seeking process. For example, the manager may emphasize a sense of time

urgency, communicate the relative trade-offs among the three process attributes, and

suggest new ways to solve conflicts.

B. DECISION SUPPORT SYSTEMS FOR UNCERTAINTY
MANAGEMENT

Many of the current research activities in ULCE are driven primarily by the

technology point of view--how sophisticated Al and distributed processing technology can

be used to develop a complex, distrijuted, knowledge-based system that helps to integrate

design and manufacturing. The approaches centers on the notion that a decision in the

upstream (design) phase may severely restrict downstream (manufacturing) options.

Therefore, the implications of upstream decisionmaking on downstream restrictions should

be considered. If the choice imposes too many restrictions on the downstream phase, the

upstream team member should be alerted or the upstream team should be prohibited from

making such a choice. The technology solution advanced to achieve this is to develop a
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large and complex knowledge-based system that captures all of the relevant downstream

problem solving knowledge. The emphasis is on "intelligent" information management.

While this technology solution seems acceptable, it does not address the basic

issues that any product development process faces--management of risks and uncertainties.

Competitive pressure imposes a greater demand on us to deal with these issues more

effectively. We believe that an overlapping development approach in which risk is

effectively managed offers the most promising appoach to ULCE implementation.

The overlapping approach has been adopted in many design activities. However,

the overlapping approach will introduce upstream and downstream uncertainties (as

discussed in Chapter 11), which implies that an appropriate solution for dealing with an

overlapping process must deal with such uncertainties directly. Unfortunately, most of the

current methods adopted for the overlapping approach in design are primarily deterministic

methods [Ref. 1 and Ref. 12]. At best, only downstream uncertainties are considered

[Ref. 4]. Thus, decision support systems that support conventional solution methods in

solving problems in the overlapping approach may only help us to derive an unfavorable

solution faster.

An appropriate computer environment that supports ULCE must support the

appropriate risk management process. We shall refer to such a computer system as a

ULCE environment. A ULCE environment must be compatible with a management

structure that is appropriate for problem solving in the overlapping paradigm. Under this

paradigm there are different functional groups, each responsible for problem solving in a

specific phase. These functional groups are formed in a dynamic manner. Over time,

members in a group may change and the mission in each group may change in response to

exogenous events. The manager must identify different phases, organize functional groups

in a dynamic manner in line with these phases, and determine the ordering and the starting

time of each phase. We shall refer to these as management control activities. Such

activities initiate a subprocess to be carried out by a certain functional group. The

determination of such control activities is not based on rigorous analysis but rather on

creativity, heuristics, and experience. For example, the discussions in Chapter IV deal

with the evolving phases based on heuristic arguments.

Once a functional group begins its activities, the members must generate flexible

options. The appropriate choices among these options are made by integrating upstream

and downstream risk analysis. While the generation of options is based on the members'
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creativity, heuristics, and experience, the risk analysis discussions in Chapter IV can
provide an analytical base for the choice of options. The manager handles the risk by
monitoring and coordinating consensus seeking among functional groups to control the
reduction of flexibility in the funnel process in each phase. Chapter IV provides

foundations for such control activities. Note that creativity, heuristics, knowledge,
experience, and mathematical analysis are used to support such control actions.

Communication among all team members in the upstream and downstream phases
is crucial so that downstream analysis can help provide better upstream decisions.
Moreover, good communications allow the team members to bring out potential conflicts

and try to resolve them as soon as possible. Because communication among team members

is essential, an appropriate networking hardware architecture will be required--even the
digital transmission of output from one team to another team will increase overall
productivity. To support the team problem process in product development, we propose a

networking of workstations as illustrated in Figure V-2.

The manager workstation supports the three basic activities--monitoring

development status, management control and coordination, and performing analysis to

justify decisions. How these activities are carried out depends on the manager's working

style.

Monitoring continuous activities is not merely reviewing all the updated status
information; monitoring implies a continuous assessment of the development status--what

options have been generated by each team, when convergence has started to take place in
each phase and how fast is it occurring, how each team is progressing according to the
plan, and whether conflict has arisen. Monitoring will require transformation of

accumulated data into certain indicator variables that can represent the development status.
The data can be in symbolic as well as numeric form, as can the indicator variables. The

transformation can be by symbolic manipulation or by a mathematical model.

The values of the indicator variables will trigger proper management control and

coordination activities. The triggering mechanism can be based on rule-based reasoning for
frequently recurring situations. For exceptional situations, the manager must be involved
in determining the control action, which may require some analysis. What analysis should

be performed and how it should be performed are the basic issues in these situations. To
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Figure V-2. ULCE Environment

support such activities, a model, construction, and editing environment to support the

analysis, problem formulation activities, and reconfigurability of the tools in the tool-set

tailored to the SpecilLz analysis requirements will be needed.

An individual functional group's activity in arriving at a certain decision is triggered

by management control instruction. In beginning a decision process, group members will

search for options or alternatives based on what is instructed and what is known. Such a

process can be based on a rule-based reasoning for common, recurring situations or based

on the members' creativity. Once an option is generated, it is then evaluated. This triggers
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an analysis based on upstream-downstream integration as discussed in the previous

chapter. Such an analysis requires the members to construct an analysis model and pick an

appropriate analytical tool to solve the analysis. The analytical tools will likely be based on

CAD/CAM, statistical, optimization, simulation, and search methods. Therefore, to

support the group members, the group workstation must also have a model, construction,

and editing environment and reconfigurability of a subset of analytical tools (CAD/CAM,

statistical, simulation, optimization, etc.) tailored to the specific model formulated. Note

that most of the proposed systems that support ULCE are designed to facilitate the

downstream integration. To integrate this with upstream analysis, an analysis process, as

discussed in the last chapter, must be incorporated.

The output of each group's decisions goes to the functional group for the next

phase as well as to the global data base, which is monitored by the monitor. The decision

being made in each phase is dynamically changing. For example, for the designer group,
the decision at any time can relate to the set of design options being considered, the degree

of flexibility in the design process, etc.

A coarse global knowledge base should be used to capture the most common
knowledge relevant to the development process. Such a knowledge base should be simple

and can be used in coming up with first-order analysis and recommendations. A more

detailed domain knowledge base is captured in individual local knowledge bases embedded
in each functional group's workstation. Each local knowledge base will be different and

can only capture the most relevant knowledge for the specific group's activities. Additional

knowledge (usually new knowledge) will be provided by group members.

Because of rapid advancements in technological innovation, the life cycle of

knowledge will be short. Thus, the knowledge base must be constantly updated or

modified to represent the latest knowledge of the situation. Therefore, easy rule editing and
rule main' -iance capabilities are absolutely necessary for knowledge-based technology to

be useful in high technology product development processes.
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VI. SUMMARY AND RECOMMENDATIONS

A. SUMMARY

This paper describes a framework that addreses the risk management issue in the
new product development process. An overlapping paradigm for the development process

is proposed, which creates a new risk management problem. This new problem is dealing

with upstream and downstream uncertainties, and the required management process is

coordinating upstream and downstream analysis to control the reduction of upstream
uncertainty so as to converge to a point design. A method for integrating the upstream and

downstream analysis has been developed based on development of a generalized loss
function to deal with downstream uncertainty and then using the downstream results in a

subsequent upstream analysis.

An analytic framework for consideration of issues such as staging of the various
phases of a development project was also developed and discussed in the context of

problems such as concurrent engineering and science and technology program planning and

management

Finally, we described a ULCE environment to support a high technology product

development process. The main focus is on the architecture of such an environment and

the functional capabilities that such an environment should have, and not on the detailed

hardware-soft,,are system specifications and designs.

It should be emphasized that the research reported here is focused on providing a

foundation that allows us to address ULCE properly from a risk management perspective.
Given increasing competitive pressures, it is becoming more important that we learn how to

*0 develop products using the most recent technology in a timely manner to meet user needs,

while keeping life cycle cost low. This demands far more attention to risk management

throughout the process. Unfortunately, this issue has been rarely addressed in the vast

array of research activities focused on product design and manufacturing.
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Our contribution is a broad treatment of such issues and development of a
foundation for further research activities. For example, the discussion of the generalized
loss function approach to managing downstream uncertainties provides a solution method

at a conceptual level only. To implement the method, we need to describe how to develop

the response model, the model for the downstream uncertainties, and the optimization
methods that will be required. In practice, the construction of such models is the major

difficulty. In many cases, analytical form for such models may not be obtainable, which

prohibits straightforward application of standard optimization methods.

The second difficulty is the assessment of uncertainties in deriving the loss
function. Such assessment may be done by extracting experts' opinions in common
situations or using a Monte Carlo simulation method. Different types of difficulties are

associated with these two approaches--the first approach requires converting expert

knowledge into an appropriate distribution; the second problem requires choosing the right
level of model aggregation with an appropriate model error representation.

B. RECOMMENDATIONS FOR FURTHER RESEARCH AND
DEVELOPMENT

1. Evaluation of the Generalized Loss Function

In this research, we have developed the concept of the generalized loss function,
which balances life cycle cost with quality lost due to deviation achievement of physical
requirements (J*(eu) as derived in Chapter IV). Such a function plays a major role in the

entire risk management process. Thus the success or failure of implementing the method

discussed in this paper hinges on being able to derive or approximate J*(Eu).

The evaluation of J*(eu) requires two optimization problems (equations (2) and (3)

in Chapter IV). The difficulties of solving these optimization problems are discussed in the
preceding section. Research on a methodology to solve these optimization problems,

which in many situations cannot be represented in analytical form, is urgently needed.

Taguchi suggested certain statistical methods [Refs. 6, 7] using experimental design

in solving one of the two optimization problems (equation 2). However, the method

proposed by Taguchi may be computationally prohibitive when dealing with a complex
design problem where there are many design parameters to be selected. Orthogonal array
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experimentation methods [Ref. 71 do not use experts' knowledge, and for complex design

problems, a more intelligent method of pursuing experiments may be needed.

We feel that an approach that extends the current Taguchi method to deal with the

two optimization problems presented here while integrating some expert systems
technology may provide a practical method in evaluation of J*(eu).

2. Assessment of Requirements Ambiguity Based on Perceived Need

The next critical function that is needed to perform risk management is the
requirements specification ambiguity ic(Eu). This function is assessed in the beginning of

the design process based on some unclear notions of how the product should be used.

Note that this is not a statistical uncertainty but rather a reflection of the limits of our

knowledge of how meeting certain design requirements will lead to a product that meets the

user's needs. Syed and Tse [Ref. 13] have developed an approach in which expert's
knowledge and market data are integrated via a pairwise comparison method to relate how

certain product attributes can meet the needs of certain market segments. While the exact
method may not be transferable, some of the basic concepts employed by Syed and Tse can

be applied to this situation.

3. Design Concept Evaluation--Integrating Requirements Ambiguity and
the Generalized Loss Function Approach for Downstream Uncertainty

Integrating requirements ambiguity and the generalized loss function approach is

conceptually rather straightforward (as described in Chapter IV); however, practical
implementation is difficult. Note that the integration hinges on generating the two functions
7(eU) and J*(eu), for eu e Q. With Q a continuous parameter set, the generation of these

two functions for all parameters will be totally impractical. We need a methodology to

allow us to approximately evaluate the design concept as discussed in Chapter IV without
requiring evaluation of J*(eu) and 7t(eu) for all eu = a.

4. Managing the Dynamic Reduction of Upstream Ambiguity

One cycle of the downstream and upstream integration results in either a reduction

of requirements ambiguity or identification of a potential conflict situation. Management
must determine how to further reduce the requirements ambiguity in the first situation and

how to resolve conflict when the second situation arises. The solution for both
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management issues hinges on exploring the effective use of resources to carry out certain
activities that will modify or refine the assessments on it(eu) and J*(eu). For example, a

better understanding of the needs and how they can be satisfied will narrow it(eu) and/or

shift ic(eu). Such understanding can also lead to modification of the requirements space

(new attributes introduced or some attribute made irrelevant).

Ways to modify or refine J*(etu) can include

• Refining certain parts of the system modeling

• Choosing different components

* Building a better vendor relationship

* Adopting a different maintenance strategy.

Note that in influencing J*(eu), we may have to engage in new activities now (such as more

accurate modeling) or plan to engage in future activities (such as change maintenance

strategy).

The manager thus faces a host of options from which to cnoose to continue the

reduction of requirements uncertainties in some optimum manner or try to resolve potential
conflicts. Each of these activities requires resources in terms of dollars, man-hours, and

time. Thus the problem is one of resource allocation so that

* The project can be finished according to schedule,

* The development cost is within budget, and

" The available resources are optimally used.

This resource allocation problem is non-standard since all possible options are not specified

a priori. Rather, the generation of new options may result from an assessment of the
solution of an old resource allocation problem and exploring how combinations of certain
activities will influence J*(eu) and 7(eu).

While the option generation process is based on heuristics and past experience,

evaluation of the resource allocation process should be based on cost-benefit analysis. The

top-level management process is based on a sequence of option/evaluation subprocesses.
We believe that an integration of AI and operations research will facilitate an appropriate

solution to this problem.
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5. Demonstration of Applicability of the Methodology to Specific Classes
of Problems via Real Cases

Since the development process and the proposed method are different from the
conventional practice, before one can develop some of the heuristics discussed in this
section, one needs to accumulate working experiences by applying the methodology to
specific classes of product development problems. Another objective of such application is
to demonstrate the usefulness of the methodology. We propose to select real application
cases, which by themselves are topics of significant importance.

Some of these application problems include managing the contracting process,
product identification and development, concurrent engineering in high technology product

development, and planning of an S&T program in conjunction with advanced weapons

development.

6. ULCE Decision Support Environment

To support the implementation process, we need to develop a ULCE environment
that can support the manager in controlling dynamic reduction in the requirements
ambiguity and the functional groups in integrating the downstream and upstream analysis
process when a specific ambiguity level is provided by the manager. Individual decision

support systems are currently being developed for supporting certain specific functional

group activities (for example, CAD/CAM). Ignoring all of the existing systems and
redeveloping a new unified ULCE environment from scrap is impractical. Therefore,
research on how to integrate and evolve the current systems to the target ULCE

environment is the major challenge. We believe that this requires, first, a thorough
understanding of the workings of the overlapping process as well as how the management
issues arising from such processes can be addressed and solved effectively before the

proper ULCE decision support environment can be designed.
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